
Polona Tomašič*
XLAB d.o.o.

Pot za Brdom 100
1000 Ljubljana, Slovenia
(polona.tomasic@gmail.com)

Martin Žnidaršič*
Jožef Stefan Institute

Jamova cesta 39
1000 Ljubljana, Slovenia

(martin.znidarsic@ijs.si)

Gregor Papa*
Jožef Stefan Institute

Jamova cesta 39
1000 Ljubljana, Slovenia

(gregor.papa@ijs.si)

*Affiliated also to the Jožef Stefan International Postgraduate School, Jamova cesta 39, 1000 Ljubljana, Slovenia

The Student Workshop on Bioinspired Optimization Methods 
and their Applications (BIOMA 2014)

13 September 2014, Ljubljana, Slovenia

Automated Slogan Production 
Using a Genetic Algorithm



Introduction

 Slogan generation – field of Computational Creativity.

 The state of the art: The BRAINSUP framework for 
creative sentence generation (Özbal, 2013):

 User provides keywords, domain, emotions, …

 Beam search through the search space of possible slogans.

 Our method aims at a completely autonomous approach:

 User provides only a short textual description of the target entity.

 Based on a genetic algorithm.

 Follows the BRAINSUP framework in the initial population 
generation phase.

 Uses a collection of heuristic slogan functions in the evaluation 
phase.



Resources

 The database of existing slogans.



Resources

 The database of frequent grammatical relations between 
words in sentences, along with the part-of-speech tags.

Stanford Dependencies Parser’s output for the sentence 
“Jane is walking her new dog in the park”



Resources

 The database of slogan skeletons – existing slogans 
without the content words.

Skeleton



Slogan 
Generation

INPUT: a textual 
description of a 
company or a product 
and the algorithm 
parameters

OUTPUT: a set of 
generated slogans



Keywords and Entity Extraction

 Keywords: the most frequent nonnegative words 
in the input text.

 Entity: the most frequent entity in the input text.

Keywords and entity extracted from the Coca-Cola Wikipedia page.



Initial 
Population

Based on the 
BRAINSUP framework, 
with some 
modifications and 
additions.



Evaluation

 An aggregate evaluation function, composed of 9 sub-functions:

 Bigram function

 Length function

 Diversity function

 Entity function

 Keywords function

 Word frequency function

 Polarity function

 Subjectivity function

 Semantic relatedness function

 Changing the weights for tuning the outputs.



Production of a New Generation

 10% elitism.

 90% roulette wheel.

 Crossover with a probability pcrossover.

 Mutation with a probability pmutation.

 Deletion of similar slogans.

 Random seeds if necessary.



Production of a New Generation

Crossover

 Small crossover:

 Big crossover:

Mutation

 Smallmutations:
 replacement of a word with its 

synonym, antonym, meronym, 
hyponym, hypernym, or holonym.

 Bigmutations:
 deletion of a word,

 addition of an adjective or an 
adverb,

 replacement of a word with another 
random word with the same part-
of-speech tag.



Deletion of Similar Slogans

 Removing duplicate slogans.

 Similar slogans: removing the one with the lower 
evaluation score.

 Preventing quick convergence of slogans.



Experiments

Algorithm parameters:

 Weights: [bigram: 0.22, length: 0.03, diversity: 
0.15, entity: 0.08, keywords: 0.12, frequent words: 
0.1, polarity: 0.15, subjectivity: 0.05, semantic 
relatedness: 0.1]

 pcrossover = 0,8 
(pcrossover_big = 0.4, pcrossover_small = 0.2, 

pcrossover_both = 0.4)

 pmutation = 0.7 
(pmutation_small = 0.8, pmutation_big = 0.2)

 Number of iterations of genetic 
algorithm: 150

 Number of runs of the algorithm for 
the same input parameters: 20

 The population size: 25, 50 and 75

Input: 

a textual description of 
Coca-Cola, obtained 
from the Wikipedia.



Results



Results



Example of 
final slogans

Size of population: 25

1. Love to take the Coke size (0.906)

2. Rampage what we can take more (0.876)

3. Love the man binds the planetary Coke 
(0.870)

4. Devour what we will take later (0.859)

5. You can put the original Coke (0.850)

6. Lease to take some original nose candy 
(0.848)

7. Contract to feast one’s eyes the na keep 
(0.843)

8. It ca taste some Coke in August (0.841)

9. Hoy despite every available larger be 
farther (0.834)

10. You can love the simple Coke (0.828)



Conclusion and Further Work

Further work:

 refinement of the 
evaluation functions,

 correction of 
grammatical errors,

 machine learning for 
computing the weights 
of the evaluation 
functions, 

 adaptive calculation of 
control parameters for 
genetic algorithm,...

 Genetic algorithm 
ensures the increase of 
slogan scores with every 
new generation.

 Current method can be 
useful for brainstorming.

 Plenty of room for 
improvement.



Thank you


