SENSITIVITY ANALYSIS OF THE BEE COLONY OPTIMIZATION ALGORITHM
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Abstract  Bee Colony Optimization (BCO) is a nature-inspired population-based meta-heuristic method that belongs to the class of Swarm intelligence algorithms. BCO was proposed by Lučić and Teodorović, who were among the first to use the basic principles of collective bee intelligence in dealing with optimization problems. Designing a BCO method in principle includes choosing a procedure for constructive/improvement moves, an evaluation function and setting BCO parameters to a suitable values. Topic of this work is addressing the influence of right choice of BCO underlying procedures, such as the choice of loyalty functions, and influence of parameter variations on algorithm performance, by means of visual inspection. Analyses were conducted for simple variant of scheduling problem. Also, to achieve good alternatives for reported solutions, new evaluation methods for scheduling problem are presented.
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1.  Introduction

Apart from the significant advances in computer technology and progress in disciplines relevant for solving optimization problems, practical complex problems are still challenging in the sense that it is hard to solve realistically large instances in reasonable computation times. On the top of that issue, there is a question of configuring solver’s parameters. The
performance of most meta-heuristic methods is tightly connected with the right choice of their parameters, resulting with analyses that involve yet another optimization problem. One possible approach for dealing with such issues is empirical analysis, in most of the cases connected with the concrete application and implementation.

Bee colony optimization is a population-based meta-heuristic method that was first proposed by Lučić and Teodorović in 2001 [13]. The inspiration for creating new multi-agent system, such as BCO, originates from foraging behavior of the honey bees. This behavior is suitable for modeling since the practice of collecting and processing nectar is highly organized. The first version of the BCO algorithm was developed as a constructive procedure, where each artificial bee is building a solution from scratch. Later variant of BCO, known as improvement BCO, used modification of complete solutions. To provide better understanding of the BCO structure, the introduction into the behavior of the bees in nature is being presented.

In nature, honey bees succeed to find nectar among limited resources in quite efficient manner, without control of some central management and within unpredictable and dynamic environment. The reason for such a success is the capacity for communication using skills that most resemble to symbolic language [10]. It was Karl von Frisch that in the mid-1940s first recognized the waggle dance [18], for which he earned Nobel Prize in 1973. The bees are using waggle dance to learn about various properties of food source, such as the position defined by the direction and the distance.

Basically, a mathematical model of the foraging behavior of honey bees can be described as follows. Bees that are searching and collecting the nectar are known as worker bees. They collect and accumulate food for later use by other bees. The worker bees that are exploring the area, typically in the neighborhood of their hive, are called scout bees. After completing the exploration, scout bees return to the hive and inform their hive-mates about the locations, quantity and quality of the available food sources in the areas they have examined. In the case they have discovered nectar, scout bees dance in the so-called “dance floor area” of the hive using a ritual called “waggle dance”, in an attempt to attract the remaining members of the colony to follow their lead. If a bee decides to leave the hive and collect the nectar, it will follow one of the dancing scout bees to the previously discovered location. After returning to the hive with a load of nectar, the foraging bee then decides for one of the several scenarios: (1) it can try to recruit its hive-mates with the dance ritual before returning to the food location; (2) it can continue with the foraging behavior at the discovered nectar source, without recruiting the
rest of the colony; (3) it can abandon the food source and return to its role of an uncommitted follower [3, 4]. Although it is yet unknown how an uncommitted bee decides among several recruiters, the fact is that “the loyalty and recruitment among bees are always a function of the quantity and quality of the food source” [8, 17].

2. The BCO Algorithm

The BCO method is based on engagement of a group of artificial bees (B individuals) in search for the optimal solution [8]. The homogeneity of artificial bees is being presumed, where each bee generates one solution to the problem. The homogeneity implies that, unlike worker bees in nature, all the artificial bees in BCO are involved in foraging process. The search process of artificial bees is conducted through iterations, during which bees also communicate in order to compare the quality of obtained solutions, until some predefined stopping criteria is being satisfied. In regard to this clear distribution of tasks for artificial bees, each iteration of the BCO algorithm can be represented as a composition of alternating phases (steps): forward pass and backward pass.

During the forward pass, all the artificial bees are performing the exploration independent from each other, and therefore, no information is being exchanged in this phase. The method of exploration depends on the implementation of the corresponding BCO algorithm, that is, choice of heuristic. The exploration is performed through certain (predefined) number of moves to either construct the part of a solution [7] or modify the existing complete solution [6]. The number of moves within one forward pass can be represented as a function of the parameter NC. The parameter NC represents the second parameter of the BCO method and its values are influencing the exploitation of the search. Typically, it is used to determine the frequency of information exchange between bees, that is, the number of forward/backward passes during one iteration. At the end of the forward pass the new (partial or complete) solution is generated for each bee [8].

During the backward pass of the BCO algorithm all the artificial bees share the information about the discovered solutions. The information being exchanged in the BCO algorithm contains the quality of each (partial) solution, with respect to the best and the worst solution. Each artificial bee decides, with a probability depending on the solution quality, whether it will stay loyal to its solution or not. The artificial bees that stay loyal to their solutions are becoming recruiters. Artificial bees that are not loyal to their current solutions, become uncommitted, and have to select among the solutions advertised by the recruiters. The se-
lection process for one of the advertised solutions is stochastic, in such a way that better solutions are given higher probabilities to be chosen for further exploration. Consequently, within each backward pass all bees are being divided into two groups: recruiters, and uncommitted bees.

 Initialization: Read input data.  
 Do  
 (1) Assign a(n) (empty) solution to each bee.  
 (2) For \( i = 0; i < NC; i ++ \)  
  // forward pass  
  (i) Perform move for each bee.  
  // backward pass  
  (ii) Evaluate the (partial/complete) solutions;  
  (iii) Loyalty decisions;  
  (iv) If (bee not loyal), choose a recruiter by roulette wheel.  
 (3) Evaluate all solutions. Update \( x_{\text{best}} \) and \( f(x_{\text{best}}) \)  
 While stopping criterion is not satisfied.  
 return \((x_{\text{best}}, f(x_{\text{best}}))\)

 Figure 1: Pseudo-code for BCO

The pseudocode of the BCO algorithm is given in Fig. 1. Steps (i) and (ii) are problem dependent and should be resolved in each implementation of the BCO algorithm. On the contrary, other steps of the BCO are problem independent. These steps specify loyalty decision (step (iii)) and recruiting process (step (iv)), and are therefore described in more detail in the following text.

2.1 Loyalty Decision

In order for bees to share information about the quality of discovered (partial) solutions, the BCO algorithm is running through three stages: 1. Evaluation; 2. Loyalty decision; and 3. Recruitment. If value \( C_b (b = 1, 2, ..., B) \) denotes the evaluation value of the \( b \)-th bee (partial) solution, then it is being normalized to the \([0, 1]\) interval in such a way that larger normalized value \( O_b \) corresponds to the better (partial) solution. Usually the evaluation is implemented so that it corresponds to the formulation of the objective function [15].

In the next stage of backward pass the loyalty functions allow, for bees who start exploration from different points in the search space, to decide whether to become uncommitted followers, or to continue exploring already known solutions. The probability that \( b \)-th bee (at the beginning
of the new forward pass) is loyal to its previously generated (partial) solution can be expressed as follows:

\[ p_{b, u+1}^{0, u+1} = e^{-\frac{1 - O_b}{u}}, \quad b = 1, 2, \ldots, B, \]  

(1)

where parameter \( u \) corresponds to the forward pass counter. In this form equation (1) assures that the bee \( b \) will stay loyal with a higher probability to discovered (partial) solutions of a good quality (the ones with higher \( O_b \) value). Moreover, as the search process advances the influence of the already discovered (partial) solution increases, i.e., the probability that bee will keep and advertise its current solution has larger value.

Until recently, loyalty function \( p_{b, u+1}^{0, u+1} \) was most often used when dealing with optimization problems. From an analytical perspective, it can be reasoned that its utilization agrees well when the search process is implemented so that often interruptions during backward pass should be avoided. In other words, when it is obvious that the search path of a bee will most probably lead to a good solutions, then increasing its loyalty during one iteration assists well such endeavor. However, when the emphasis should be on the exploration of the solution space, different perspective into the measure of bees loyalty needs to be considered. In recent work [16] it was reported that for some variants of BCO, better performance could be achieved if the current forward pass index \( (u) \) was omitted in the loyalty decision process. Some other probability functions were examined in [14]. A new study was therefore conducted for 10 different loyalty functions:

1. \( p_{b, u+1}^{0, u+1} = e^{-\frac{1 - O_b}{u}} \),
2. \( p_{b, u+1}^{1} = e^{-O_{\max} - O_b} \),
3. \( p_{b, u+1}^{2} = O_b \),
4. \( p_{b, u+1}^{3, n_{it}} = e^{-(1-O_b)/n_{it}} \),
5. \( p_{b, u+1}^{4, u+1} = e^{-(1-O_b)/\sqrt{u}} \),
6. \( p_{b, u+1}^{5, u+1} = e^{-(1-O_b)/\sqrt{u+1}} \),
7. \( p_{b, u+1}^{6, u+1} = e^{-(1-O_b)/\log u} \),
8. \( p_{b, u+1}^{7, u+1} = e^{-(1-O_b)/u \log(u+1)} \),
9. \( p_{b, u+1}^{8} = e^{-2x(1-O_b)} \),
10. \( p_{b, u+1}^{9, u+1} = e^{-(1-O_b) \log(u+1)/\log(u+2)} \).

Two classes of loyalty functions can be distinguished: Class I, as a function of parameter \( O_b \) \( (p_{b, u+1}^{1,2,8}) \), and Class II as a two variable function of \( O_b \) and counter \( u \) or iteration counter \( n_{it} \) \( (p_{b, u+1}^{0,3,4,5,6,7,9}) \).

### 2.2 Recruiting Process

The probability that a bee’s (partial) solution would be chosen by any uncommitted bee depends on the solution quality of a recruiter \( b \) and
equals to:

\[ p_b = \frac{O_b}{R} \sum_{k=1}^{R} O_k, \quad b = 1, 2, \ldots, R, \quad (2) \]

where \( O_k \) represents normalized value for the objective function of the \( k \)-th advertised partial solution and \( R \) denotes the current number of recruiters.

3. **Sensitivity Analysis of BCO**

Designing a BCO method in principle includes choosing a procedure for constructive/improvement moves, an evaluation function and setting BCO parameters to certain values that are usually determined by some set of pilot studies, some previously published work or even intuition. However, the analysis of different settings for loyalty function is lacking in current literature, even though it is a part of the generic section of the BCO method and is not problem specific. One of our goals was to address this issue.

Empirical analysis of the meta-heuristic method belongs to interdisciplinary research and in many cases can require great effort due to the stochastic nature of the method or, in some cases, tuning large number of parameters whose interaction should be expected [11]. Unlike specific orientated optimization algorithms, meta-heuristics methods are categorized by its parameters and/or different modules [2]. Such structure, when implemented, can expose different behavior as parameter values are changing. During the last decade, different tools for experimental analysis were proposed and/or inspected, most of them based on modeling response values with linear or nonlinear models and/or implementing three basic steps: screening, experimentation and exploitation [1, 9, 19]. The literature on this topic today is overwhelming, so the right choice of the tuning method for BCO remains one of the future challenges.

The aim of this work is to provide first insights on behavior of BCO by following guidelines of many researches who were concerned with methodical empirical analysis of heuristic and meta-heuristic methods. A thorough scientific testing of BCO method can be computationally too extensive, which is why first steps into empirical analysis of BCO is addressing questions of **sensitivity analysis**. Sensitivity analysis corresponds to analysis of variation of algorithm’s response values, such as quality of solution (usefulness, utility) or time of execution, while changing its parameter configuration [12]. We examined here a constructive variant of BCO algorithm and used a simple scheduling problem as an example.
Problem formulation. Let $m$ be the total number of identical processors engaged, and $n$ number of non-preemptive independent tasks. The considered scheduling problem consists of assigning tasks to processors, and determining their starting times. Let $T = \{1, 2, \ldots, n\}$ be a given set of independent tasks, where each task $i \in T$ has to be processed by exactly one among the identical processors from the set $P = \{1, 2, \ldots, m\}$. Each processor can process only one task at the time, and once the tasks has started it will continue to run on the same processor until completion. Let $l_i$ be the processing time of task $i$ ($i = 1, 2, \ldots, n$), which is known and fixed. The goal is to find a schedule of tasks on processors such that the corresponding completion time of all tasks is minimized. The mathematical programming formulation of the problem can be found in [7], together with the implementation of BCO algorithm that was used in this work. Problem here is referred to as finding minimal makespan.

Problem instances. Instances used for testing BCO algorithm represent randomly generated instances with known optimal solutions [7]. They were introduced in [5] for Multiprocessor Scheduling Problems with Communications Delays. The test instances are named as Iogra<$n>$,<$m$>, where $n$ designates number of tasks, and $m$ denotes number of processors (graph density was set to zero). Specifically, in the work of Davidović et al [7] different problem-size instances were used, i.e., $m = \{2, 4, 6, 8, 9, 10, 12\}$ and number of tasks ranging from 100 to 500. It was concluded that $n$ does not influence the complexity of the problem, as confirmed in new studies. Additionally, new results have shown that the influence of the varying number of processors on the complexity of the problem is not so straightforward. Structure of these problem instances is introduced using box-plots and presented in Fig. 2.

4. Results

Evaluation function $f_b^1 = y_{\text{max}}$, introduced in the paper of Davidović et al. [7] depends only on the value of the makespan ($y_{\text{max}}$), and therefore is more receptive due to its lower computational costs. Newly proposed function $f_b^2 = y_{\text{max}} / L'$ depends on two parameters, makespan and the current sum of computational time of non-scheduled tasks $L'$. With introduction of evaluation function $f_b^2$ better partial solution was associated with larger values (maximality principle), which suggested new course of how the problem can be solved while maintaining objective of minimizing makespan. To best describe new approaches, a concept of methods of evaluations was introduced in order to illustrate different evaluation of partial solution in the backward pass of BCO. In case of $f_b^1$
both maximization and minimization principles can be used, thus yielding two different methods of evaluations. When partial solution with biggest makespan is evaluated as the best, it’s normalized value is equal to 1, while the solution with lowest makespan will be appointed with normalized value 0. This method of evaluation is denoted here as $max, f^1_b$. In case of minimization, partial solution with lowest makespan is marked as the best among the population of solutions, and its normalized value corresponds to 1, while maximal makespan will be normalized to value 0. Such method of evaluation is denoted here as $min, f^1_b$. Justification for incorporating these methods comes from initial set of studies when it was recognized that the solution with smaller makespan doesn’t necessarily lead to best result and that both minimal and maximal makespan can be used to quantify good partial solution.

An experiment will be considered as a set of 100 independent runs of the investigated algorithm. All experiments were conducted for predefined values of parameters. In case of the test instances Iogra100,12/16 the experiments were accomplished on complete parameter’s search space (Fig. 3). However, for instances where $n \geq 150$ the experiments were conducted on sub-regions of parameters search space. Such restriction comes from limitations imposed on values of $NC$ as they are dependent on number of constructive moves in BCO instance. For example, as the number of tasks increases, maximal number of forward/backward passes also increases which greatly expands the parameters search sub-space $S \subseteq B \times NC$. Since experimental analyses should be conducted
for each pair \((B, NC)\) it would be too time consuming to include values for \(NC > 100\). The choice of values for maximal number of bees was determined arbitrary. Domains of all BCO parameters are provided in Table 1.

Table 1: Parameter space for experimental analysis of BCO.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>method of evaluation</td>
<td>(min, f_b^1; max, f_b^1; max, f_b^2)</td>
</tr>
<tr>
<td>loyalty function</td>
<td>(p_b^i, \ i \in [0, ..., 9])</td>
</tr>
<tr>
<td>(B)</td>
<td>[1, 20]</td>
</tr>
<tr>
<td>(NC)</td>
<td>[1, 100]</td>
</tr>
</tbody>
</table>

In each run of an experiment the solution quality was measured within the stopping criteria defined as maximum number of iterations, while maximal number of iterations was set to 100. The set of results used to conduct sensitivity analysis of the BCO parameters is being presented in Fig. 3.

Figure 3: The influence of parameter \(NC\) on the average solution quality in regard to the method of evaluation and loyalty function.

Graphics in Fig. 3 illustrate influence of different BCO parameters on reported average solutions quality, measured by percent error, for two problem instances of different class and same number of tasks. The
main goal of this presentation was to visually inspect improvements in the solution quality when parameter NC changes its value in respect to structural parameters of BCO. As three methods of evaluations were used, graphics are arranged to distinguish their influence on each loyalty functions when $NC \in [1,100]$. Specifically, each color on a plot corresponds to different loyalty function, whereas dashed black line signifies reference (start) case when $NC = 1, B = 20$. Reference case is used to simulate the behaviour of an underlying heuristic. All values on the graphics correspond to a number of bees that generated best results. It should be noted that parameter $B$ can take different values when reporting on the best value. For example, on problem instance Logra100_12 and for method of evaluation $\min, f_1^b$, presented profiles of average results are mostly generated when $B = 20$. On the same instance, the best average result in the case of configuration $(\max, f_1^b, p_{b}^0)$ was achieved when $B = 18$. Actually the best solutions were generated when large population of bees was utilized ($B \geq 18$).

There are few interesting observations drawn from Fig. 3. First, for some cases of loyalty functions the influence of methods of evaluation is not distinguishable, as it is the case for $p_{b}^{0,3,7}$. The reason for such behaviour comes from the fact that these three loyalty functions can converge fast toward cases where the majority of the partial solutions will be transferred to the next iteration. It is most likely that the search is stranded in the local minimum. Therefore, it can be concluded that loyalty functions $p_{b}^{0,3,7}$ show robustness to changes of other qualitative and quantitative BCO parameters, however, without significant improvement in the solution quality when compared with reference case.

Unlike previous group of loyalty functions, some do not converge fast ($p_{b}^{1,5,6,9}$) or not converge at all ($p_{b}^{1,2,8}$). Such a property can yield bigger perturbations in the reported solution quality since the number of partial solutions that will be used for exploitation, varies throughout an iteration. This variation depends on the utilization of evaluation function (or method of evaluation) and the structure of problem instance. Although showing significant fluctuations, those loyalty functions are able to bring improvements into the solution quality, at least for minimization of $f_1^b$. Among them, loyalty functions $p_2^5$ and $p_8^5$ perform the best in respect to the starting case $NC = 1$.

In addition, graphics also reveal that inside of these set of loyalty functions certain groups exhibit similar behaviour. Such groups are: $p_{b}^{1,5,9}, p_{b}^{2,8}$ and $p_{b}^{4,6}$. To distinguish the influence of loyalty functions within a group, further analysis needs to be conducted on the properties of recruitment process. However, this is beyond the scope of this paper.
Since the results were sensitive to the choice of problem instance, it was obvious that additional analysis on the whole considered set of problem instances should be undertaken. Such presentation was then used to determine a robust set of parameters configurations that would generate the best results. For this reason a group of graphics presenting the influence of BCO parameters on different problem instances is given in Fig. 4. As before, the value for $B$ varies in interval $[18, 20]$ when generating good quality solutions, with one exception where $B = 15$ was reported by function $p_b^8$ on problem instance Iogra400_12. The series of graphics on Fig. 4 consists of Fig. 3 and eight more, in regard to the dimension of a problem instance. Once more it should be noted that $NC$ values do not cover complete parameter space for problems of dimension $n > 100$ due to high computational cost. However, we can still notice similarities between the graphics from different groups, and draw similar conclusions as in case of $n = 100$. First paramount conclusion is related to Class II type of loyalty functions, such as $p_b^k$, $k \in \{0, 3, 4, 5, 6, 7, 9\}$. From this group, loyalty functions $p_b^0, p_b^3$ and $p_b^7$ are the most conservative due to small changes in the reported average solutions over the complete interval $NC \in [1, 100]$, regardless of method of evaluation. Additionally, they have generated practically insignificant improvements, and as such do not represent good choice for the BCO method on considered set of problem instances. Remaining Class II loyalty functions showed high sensitivity to utilization of method of evaluation and problem instance. No pattern was able to be identified in respect to $NC$ that would generate good solutions. Actually, only $p_b^5$ and $p_b^9$ succeeded to be better then the starting $NC = 1$ case but solely on instances Iogra100_12/16, Iogra150_16, Iogra200_12, Iogra250_16 and Iogra300_12/16. Also, these two loyalty functions exhibit similar behavior throughout the search. Loyalty functions of Class I, $p_b^1, p_b^2, p_b^8$, showed very high sensitivity to changes in quantitative values of $B$ and $NC$ and choice of problem instance. Between these three, the most unsuccessful was $p_b^1$ and generated solutions that resemble those of $p_b^5, 9$. Loyalty functions $p_b^2$ and $p_b^8$ are the only one that presented certain pattern for values of $NC$ which brings improvements with respect to the starting case $NC = 1$. 
Figure 4: Illustrating the influence of method of evaluation, loyalty function and parameter NC on the performance of BCO on problem of scheduling independent tasks on identical processors.
5. Conclusion

We have tested the influence of different BCO method’s parameters on the quality of solutions. In total four BCO parameters were analyzed: $B$, $NC$, method of evaluation and loyalty function. Sensitivity analysis was conducted by means of visual inspection of series of graphics categorized by the type of problem instance. Furthermore, each graphic consists of set of plots that reveal the influence of loyalty function with regard to method of evaluation, for fixed values of bees and varying number of parameter $NC$.

Conducted empirical analysis showed that on provided set of problem instances in 50% of cases best results were obtained for minimization of $f_b^1$. Furthermore, good quality was obtained for larger population of bees, that is $B \in [18, 20]$, and when $NC \geq 90$. The most successful loyalty functions were those of Class I, $p_b^2$ and $p_b^8$ in particular, which were not (often) used previously in the literature. We can conclude that on considered benchmark set of problem instances, configurations $\{\min, f_b^1, p_b^2, p_b^8, B \in [18, 20], NC \geq 90\}$ were most successful, being the only one to offer significant improvements in the solution quality in comparison with reference case. Some additional tests indicate that successful values of $NC$ can be restricted to $[0.9n, n]$, which has yet to be confirmed.

The possible directions for future work could be implementing some of the tuning methods mentioned in [9], on constructive and improvement versions of BCO.
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